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Abstract - This paper proposes an approach for segmentation of 

nuclei images based on deep learning. In particular, the recent 

TransUnet inspired from transformers’ strong ability in modeling 

long-range context, is employed and adapted for the nuclei 

segmentation. For training the neural network, we propose a new 

loss inspired from active contour models with the guide of local 

image fitting. The loss when applied for the TransUnet has shown 

promising results over common Dice and Binary Cross Entropy 

loss functions. Our approach has been validated on the Data 

Science Bowl 2018 dataset, which includes 670 data folders for 

training model and 65 data folders for testing. State of the art 

models, such as FCN, SegNet, Unet, and DoubleU-Net are also 

conducted and evaluated. Quantitative assessments with high 

Dice similarity coefficient and Intersection over Union metrics 

demonstrate the performances of the proposed approach for 

nuclei segmentation. 
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1. Introduction 

Segmentation of nuclei is an important step in 

biomedical microscopy image analysis [1]. From nuclei 

segmentation results, several medical analyses such as cell 

counting [2], cell type classification [3], could be derived. 

However, segmentation of nuclei is a challenging task 

because of the staining differences, tissue type, and 

different visual characteristics of cell type convey nuclei 

[1]. Manual segmentation of nuclei is tedious and might be 

unfeasible in the case of large data sets. In addition, the 

accurate of segmentation results depend on experience of 

the experts and lack of reproducibility. Therefore, 

automatic nuclei instance segmentation from microscopy 

images is high demand. 

There are several methods to be developed to 

automatically segment nuclei in literature ranging from 

simple background subtraction to more sophisticated 

approaches, i.e., Otsu-based method [4], the watershed 

method [5], Grab Cut [6], active contour [7]. However, the 

traditional methods surfer from drawbacks such as 

sensitive to parameters and only effectiveness for one or a 

few precise categories of structural nuclei structures. 

The advances of deep learning (DL) models have 

shown excellent performance for many aspects of medical 

image analysis such as super-resolution [8], classification 

[9], and segmentation [10, 11]. For cell and nuclei 

segmentation, DL-based approaches have been applied 

such as the works of Sommer et al. in [12], Pan et al. in 

[13], Zhou et al. [14]. Vuola et al. [15] employed Mask-

RCNN for nuclei segmentation. Van et al. presented a 

method namely DeepCell to analysis cells in live-cell 

imaging [16]. Ronneberger et al. [17] presented the U-Net 

architecture proposed to segment the nuclei segmentation. 

Based on U-Net, Zeng et al. [18] presented a modified 

version developed for nuclei segmentation, in which 

residual blocks and channel attention mechanism are 

adapted in original U-Net model. 

In the current study, inspired from transformers’ strong 

ability in modeling long-range context, we propose to 

apply the TransUnet that incorporate the Unet and 

Transformers, for segmentation of nuclei images. In 

addition, for network training, we introduce a new loss 

based on both binary maps and image local fitting. 

Additionally, we conduct a feasibility study on DL-based 

technique for nuclei images convolution Network (FCN) 

[19], SegNet [20], UNet [17], and DoubleUNet [21]. 

2. Related Works 

2.1. Fully Convolutional Neural Network 

The Fully Convolutional Neural Network (FCN) by 

Long et al. [22] was one of the first convolutional neural 

networks proposed for image segmentation problems. The 

architecture has been extent to other segmentation tasks, 

such as ventricle segmentation [19]. The FCN network 

contains two main parts, encoder (contracting path), and 

decoder (expanding path). The encoder includes 

convolutional layers and max pooling layers that 

respectively account for feature extraction and 

downsampling. The decoder contains upsampling layers and 

a classifier layer accounts for recovering the input image 

resolution as well as outputting the segmentation map. 

 

Figure 1. Basic structure of the FCN 

2.2. U-Net 

The U-Net network architecture [17] has been 

considered as the standard architecture for medical image 

segmentation. Inspired from FCN [19], the U-Net, as 

shown in Figure 2, also consists two symmetric paths, the 

encoder and decoder. The convolutional (conv) and max 

pooling (max pool) layers in the encoder account for 
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reducing the feature resolution. The decoder contains 

upsampling (up-conv) and convolutional layers. To 

maintain spatial information that may be lost during 

downsampling, skip connections (copy and crop paths in 

Figure 2) are used to concatenate the encoder feature maps 

to the equivalent layers of the decoder. Inspired from  

U-Net architecture, more and more network architecture 

has been proposed. 

 

Figure 2. Basic structure of the U-Net 

2.3. Vision transformer 

Transformers, presented by Vaswani et al. [23] first for 

the natural language processing (NLP) tasks. Since their 

inception, the transformer-based models have 

demonstrated excellent performance on NLP problems and 

become state-of-the-art methods in some computer vision 

tasks [23-25]. Built on the transformer model, the Vision 

Transformers (ViTs) by Dosovitskiy et al. [24] showed 

favorable performance in image classification tasks by 

cascading multiple transformer layers in order to capture 

input image global contexts. The ViT is one of the first 

transformer-based methods to surpass the conventional 

CNN-based works. Inspired by ViTs, a number of modern 

methods have been developed not only for image 

classification but also image segmentation tasks [25]. 

2.4. Active Contour Loss 

Active contour (AC) loss is built based on the active 

contour models [26] which have been extensively used for 

energy based image segmentation for the last two decades. 

brief introduction on the active contour loss is given as 

follows. 

Denote u [0,1] be the prediction- the output map of 

the neural network, and v [0,1] be the ground truth- the 

map manually labelled by the experts. The active contour 

loss adapted from the work in [27] as 

( )ACL Length Region = +       (1) 

where  and  are hyper parameters. Length is associated 

the boundary length of the prediction contour, defined as 

follows. 
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with M is the image width and N is the image height; x and 

y are respectively horizontal and vertical directions of the 

image. 
,i jxu and 

,i jyu  are pixels with respect to those 

directions of the prediction mask. 

The Region term in Eq. 1 is computed as the following 

equation: 
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3. Method 

3.1. TransUnet 

Inspired by ViTs, the TransUNet by Chen et al. [25] is 

one of the first transformer-based models proposed for 

image segmentation. The TransUNet adopts the 

transformers as the encoder and incorporated with U-Net 

for the image segmentation task. Similar to other U-Net 

variants, the TransUnet includes encoder, decoder, and the 

encoder-decoder skip connections paths, as shown in 

Figure 3. In the TransUnet, the encoder is a hybrid CNN-

Transformer architecture where CNN is an account for 

feature extractionr to create feature maps. 

 

Figure 3. Basic structure of the TransUNet. (a) presents the 

Transformer layer; and (b) is the architecture of the TransUnet 

The decoder includes upsampling layers, call Cascaded 

Upsampler (CUP) with multiple upsampling steps to 

decode hidden features to output final segmentation mask. 

By using the CUP with the hybrid CNN-transformer 

encoder, the model allows feature aggregation at various 

resolutions levels via skip connections. 

3.2. The proposed loss 

Inspired from the active contour models and advances 

of training losses for neural networks, we proposed, in this 

study, a new active contour loss function for nuclei image 

segmentation as: 

_ Region FIT RecFIT acL L L L  = + +      (5) 

where , , and µ are hyper-parameters; 
Region FIT Rec, ,L L L

are respectively the region active contour loss, the Local 

Image Fitting (LIF), and the Regularization loss terms, 

defined as the following. 
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The region based active contour loss, adapted from the 

works in [28] and [29]. Let Ω be the spatial domain of the 

input image I. Denote vx as the pixel value located at xth 

pixel of the ground truth v, and ux as the pixel value located 

at xth pixel of the prediction u. Let M be the image width 

and N be the image height; the region loss is defined as: 

( )( ) ( )( )( )2 2

Region 1 2

1
log log 1L u v d u v d

M N 

−
= − + − −
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 x x x x
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For the Local Image Fitting loss, we exploit the energy 

function in [30] that originally developed for classical 

level set based active contour models. First, denote Ix the 

pixel value located at xth of image I, and consider a 

circular neighborhood with a radius of   centered at each 

pixel ,y  defined by  :  − 
y

x x y . Furthermore, 

we also introduce a nonnegative window function 

( ) −y x , with ( ) 0 − =y x  for 
y

x . Following 

[31], the kernel function has the following properties: 
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The Local Image Fitting (LIF) loss is expressed as: 
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The regularization term, also called the length term, is 

defined as 
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It is noted that in this study, the proposed loss includes 

two main terms, the Region and the Local Image Fitting 

(LIF) terms. The Region one is a supervised term that 

measures the dissimilarity between the binary masks of 

ground truth (v) and prediction (u) of the image I. Whereas 

the LIF is an unsupervised term that measures the 

dissimilarity between the image intensity values inside and 

outside the prediction u of the image I. The difference 

between the two terms is that in the LIF term, the ground 

truth v is not taken into consideration. Besides, the 

Regularization term is just used to control the boundary 

smoothness of the prediction mask. 

3.3. Evaluation Metrics 

In image segmentation, the Dice Similarity Coefficient 

(DSC) is commonly used to evaluate the segmentation 

performance by the neural network. The DSC metric 

measures the overlap between A and B, described as 

( )
2

,
A B

DSC A B
A B

 
=

+
       (11) 

Besides the Dice Similarity Coefficient, the 

Intersection over Union (IoU) index is also often used. The 

IoU is defined as 

( ),
A B A B

IoU A B
A B A B A B

 
= =

 + − 
   (12) 

4. Experiments 

4.1. Dataset and Training 

The Data Science Bowl 2018 (DSB2018) dataset [32] 

presented a challenge to sci-entists globally to 

automatically identify cells in a series of micro images. 

The main goal is to find image segmentation strategies 

that can be applied to multiple experiments automatically 

without additional human intervention. This approach 

could reduce image quantification time, allow future 

scientists to adopt and test more methods and 

applications. The dataset includes 670 image pairs with 

each pair contains image and the corresponding nuclei 

mask. The dataset is split in the ratio of 80:20 for 

respectively training and testing sets. In the training 

phase, 10 percent of training set is used for validation. 

The training data is augmented with some operations such 

as random rotations, shift, scaling. Hypermeters are set as 

 = 0.5, β = 10-2, and  = 10-5 for all experiments. All 

network architectures are trained using PyTorch 

framework on a NVIDIA RTX 2080 GPU. 

4.2. Segmentation Results 

To assess the performance of the proposed loss 

function, we trained the TransUNet and compare with 

results on the Data Science Bowl 2018 by training other 

common losses including the binary cross entropy (BCE), 

and the Dice loss. The learning curves including the loss 

values, the DSC, and IoU scores versus epochs on the 

training and validation sets are given in Figure 4. As can 

be shown in Figure 4c, compared to the results by BCE and 

Dice loss functions, the proposed loss function converges 

faster with highest evaluation scores. 

To further demonstrate advantages of the proposed 

approach, we show some representative segmentation 

samples from the testing data in Figure 5. Representative 

results when trained by BCE loss, Dice loss and the 

proposed loss are shown in consecutive columns of Figure 

5. The last column of this Figureure shows the correspond 

ground truths. By visualization, we can observe that the 

results by the proposed loss are close to the ground truths 

than those by other losses, especially in the regions inside 

the boxes. 

For further evaluation, the metrics including the DSC 

and IoU scores by the proposed and other losses are 

reported in Table 1. As one can see from this table, the 

results obtained when trained by the proposed loss are with 

highest scores for both DSC and IoU metrics. 
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Figure 4. Learning curves by the TransUnet when trained by (a) 

Dice loss, (b) BCE loss, and (c) proposed loss functions. Left: 

Loss values; Middle: Dice similarity score (DSC); Right: IoU. 

 

Figure 5. Results by the TransUnet when trained by different 

losses. The boxes show the comparative agreements between 

predictions and ground truths 

Table 1. Evaluation metrics on the Data Science Bowl 2018 by 

TransUnet obtained by using the Dice loss, Binary cross entropy 

(BCE) and the proposed loss 

Loss DSC  IoU 

Dice loss 0.909 0.839 

BCE loss 0.902 0.825 

Proposed 0.921 0.856 

For comparison, we also reimplemented other networks 

including FCN, SegNet, U-Net, and Double-UNet, and 

evaluated on the Data Science Bowl 2018 with the same 

training protocol as TransUnet. The evaluation scores 

including the DSC and IoU by the TransUnet using the 

proposed loss together with those be comparative models 

are given in Table 2. As shown in Table 2, the TransUNet 

with proposed loss achieves the best DSC and IoU scores 

for both cases, using the LIF and without using the LIF 

term in the proposed loss. It is also noted that in our loss, 

the LIF is used as an augmented term that considers the 

image intensity information and does not use the ground 

truth. The use of LIF helps an increase of DSC from 0.918 

to 0.821, and an increase of IoU from 0.852 to 0.856 as in 

the last two rows of Table 2. 

Table 2. Evaluation metrics on the Data Science Bowl 2018 with 

some state of the arts DL- based approaches, compared with 

those by TransUnet trained by the proposed loss without using 

the LIF loss term, and when using the LIF term 

Methods DSC IoU 

FCN 0.901 0.822 

SegNet 0.899 0.819 

U-Net 0.895 0.815 

Double-UNet 0.913 0.840 

TransUnet (w/o LIF) 0.918 0.852 

TransUnet (with LIF) 0.921 0.856 

5. Conclusions 

This study has proposed a novel loss function and also 

presented a feasibility on the deep learning-based 

approaches for nuclei image segmentation. Several state- 

of- the- art models have been studied and conducted on the 

Data Science Bowl 2018 database. From the experiments 

and evaluation, it showed that the TransUnet when trained 

by the proposed loss obtains high segmentation 

performance as compared to state-of-the-art alternatives. In 

the future, we intend to focus on how to decrease the 

training time or increase the accuracy of the TransUnet for 

nuclei image segmentation as well as other segmentation 

tasks. Other approaches to improve the performance of the 

approach such as changing the pre-trained encoder, using 

more modern engine or find a better loss function can be 

taken into consideration. 
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