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Abstract - The building sector is a significant energy consumer,
and its share of energy consumption is increasing because of
urbanization. Forecasting the electricity load for improving
building energy efficiency is imperative for reducing energy
costs and environmental impacts. This study first builds a
seasonal time-series model, then integrates it with 10T in the
energy-predict systems. Notably, the built time-series model
gives positive results with an R2 training of 0.814 and an R2 test
of 0.803, which are much better than the regression model in
accuracy and feature cost. Lastly, the proposed system
automatically collects data from an loT platform, predicts energy
consumption, and sends results to end users. This system can
help the user control their energy consumption or abnormal
energy consumption in a home in real time.
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1. Introduction

The faster rate of development of countries around the
world leads to an increased demand for energy. Energy is
always the big challenge of urbanization and
industrialization, thus predicting energy consumption has
become crucial for estimating and covering energy usage.
As well as providing environmental benefits, buildings
with efficient energy systems have much lower operating
costs and higher market value. An efficient energy
management strategy saves money for owners and
stabilizes the project life cycle (including the project life
cycle and product life cycle).

The construction sector is a major energy consumer,
accounting for approximately 40% of global energy
consumption and 30% of CO; emissions [1, 2]. Its share is
increasing because of urbanization. In the United States,
commercial and residential buildings account for 40% of
the nation’s total energy consumption, and this figure is
steadily increasing [3]. In Europe, buildings constitute 40%
of the electricity and 36% CO; emissions [4]. Accordingly,
improving the energy efficiency of buildings is necessary
for controlling energy costs, reducing the environmental
impact, and increasing the value and competitiveness of
buildings.

Buildings have generally long lifespans, thus early
designs are extremely important, and adjustments to
increase thermal performance, later on, can be very costly
and ineffective. Energy costs, on the other hand, account

Tém tit — Xdy dung 1a mot nganh tidu thu ning lwong 16n va
chiém ti trong cao do qua trinh d6 thi hda. Du bao phu tai tiéu thu
nhim nang cao hiéu qua st dung ning lugng cua cac toa nha la
diéu can thiét dé giam thiéu chi phi ning lugng va tic dong tiéu
cuc dén moéi truong. Nghién cru ndy xay dung mé hinh dy bao
chudi thoi gian theo mua, sau do tich hop no v6i IoT dé tao ra hé
théng du doan ning lwong. Dang cha ¥, mé hinh ndy cho két qua
tich cuc voi gia tri R2 hudn luyén 13 0,814 va R2 thir nghiém 1a
0,803, t&t hon nhiéu so v&i md hinh hdi quy khéng chi & d6 chinh
x4c ma con ca tinh ning chi phi. Hé théng nay s& tw dong thu thap
dit liéu tir nén tang IoT, du doan va giri két qua cho nguoi dung.
N6 c6 thé gitip ngudi dung kidm soat mirc tiéu thy ning lwong va
kiém soat dugc bat thuong vé nang luong tidu thy trong nha theo
thoi gian thuec.

T khéa - Phy tai dién; tiéu thu nang luong; du bao; 10T;
may hoc

for a significant portion of total building running costs, and
superior thermal designs can result in significant operating
cost savings with quick payback periods. Effective
evaluation methods can help reduce building energy use
dramatically [4]. In this context, our contribution is to
propose a time-series model forecasting system, then
integrate it with the l1oT for an energy-predicting system.
End users can use smart devices such as smart phones or
personal computers to control electricity in their homes
easily. This will be very useful to reduce the cost of living
as well as the operating cost of the building.

10T has evolved from being a vision for the future to
being an increasing market reality. Technology companies
have dedicated resources and personnel to research 10T and
machine-to-machine communication [5].

Engineering problems can be defined using a
mathematical model or Al system, which determines the
relationship between system outputs and inputs. In recent
years, several studies have been carried out in order to
identify the most energy-efficient buildings and several
research projects have been carried out to identify the best-
performing buildings in terms of energy efficiency [6, 7].
Candanedo et al. [6] proposed a data driven prediction
model of energy use of appliances in a low-energy house,
Soheil Fathi et al. [7] showed a systematic review for
machine learning applications in urban building energy
performance forecasting.

Building electricity load is provided as time-series data
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is sensitive and flexible data, because the operation of
electrical appliances is a highly random form of energy use.
This work develops an intelligent time series forecast
model using a combination of a seasonal variant of
ARIMA is SARIMA [8] with Least Square Support Vector
Regression (LSSVR) model. The hyperparameters in this
model will be optimized by the smart optimize algorithm
Particle swarm optimization metaheuristic (PSO) [9]. By
doing so, the S-PSO-LSSVR model can efficiently analyze
real-time data collected from a smart grid infrastructure.
Users can further apply the one-day-ahead forecasts to
enhance the efficient energy usage of appliances and
electrical equipment in their buildings. The S-PSO-LSSVR
model is validated by the data on energy use of appliances
in a house, Belgium. The forecasted result will be
compared with the previous research. The high
performance of the proposed model demonstrates the S-
PSO-LSSVR model is a promising model to predict
building electricity load.

2. Methodology
2.1. The S-PSO-LSSVR Proposed Forecast Model

2.1.1. Season AutoRegressive Integrated Moving Average
models

In Season AutoRegressive Integrated Moving Average
(SARIMA) models, seasonal AR and MA terms predict
time-series data y: by using data values and errors at periods
with lags that are multiples of S (span of seasonality) [8].
The SARIMA model, denoted as SARIMA (p, d, q) x
(P, D, Q)s, incorporates both nonseasonal and seasonal
factors into a multiplicative model. This model can be
expressed as shown in Eq. (1), as explained in previous
studies. Equations (2) to (4) present the formulation of
terms in Eq. (1).

6,(B)O, (B*)(L-B)* (1-B®)°y, = w, (B, (B*)c ()
w, (B) =1-w,B-w,B,—w;B’ —...—w,B* 2)
6,(B)=1-6B-0,8 ~6,8°—...—,B" ?)
W, (B°) =1-W,(B) ~W, (B%) ~W, (B*) ~..-W, (B%) 4)

where p represents the nonseasonal AR order, d represents
nonseasonal differencing, g represents the nonseasonal
MA order, P represents the seasonal AR order, D
represents seasonal differencing, Q represents the seasonal
MA order, S represents the time span of a repeating
seasonal pattern, and B represents the backward shift
operator for a nonstationary time-series data item vy
Furthermore, wq(B), &(B), &»(B%), and Wq(BS) are
polynomials in B of degrees q, p, P, and Q, respectively,
where wq(B) and Wq(BS) indicate that y: is a function of the
previous forecast error in predicting y;, and &(B) and
&(B®) indicate that y; is a function of its own previous
values; o is a current interference. Typically, a is
considered the estimated residual at time t. Moreover, p, d,
g, P, D, and Q are all integers, and (1-B)%: can be
converted to a stationary series by using the difference
operator 1 — B; B satisfies BY; = Y.« and BXy; = yix.

2.1.2. Least Square Support Vector Regression

ML techniques have been wide-applied for analyzing
time-series data [10, 11]. The SVR approach developed by
Vapnik in 1995 is an ML technique that is based on
statistical learning theory and the principle of structural
risk minimization [12]. Despite its high efficiency, the
SVR approach is computationally slow when analyzing
large data sets because its speed relies on the number of
data samples and quadratic programming solvers [13]. To
enhance computational speed, Suykens et al. [14] proposed
the LSSVR method. This ML technique has many
advanced features that enable high generalization capacity
and fast computation [15].

LSSVR solves linear equations instead of a quadratic
programming problem. It is preferred for large-scale
regression problems that demand fast computation.
In a function estimation of the LSSVR, given a training

N
dataset {Xk’yk}k:y the optimization problem is
formulated as Eq.5

. 1 1.9
mln(jbgg), e)= > ||a)||2 +3 C .2:1: e’ )

subject to
Yo =(o,0(x))+b+e, k=1..N

where J(w,e) is the optimization function; @ is the
parameter of the linear approximator; ex € R is error
variables; C > 0 is a regularization constant that represents
the trade-off between the empirical error and the flatness

of the function; X, is input patterns; Y, is prediction labels;
and N is the sample size.

The resulting LSSVR model for function estimation is
expressed as Eq. (6)

£ = 0 K(x %)+ ©®)

The LSSVR model accuracy depends on its
hyperparameters, and especially the regularization
constant and kernel parameters. To improve the predictive
accuracy of the model, automatic optimization that is
integrated with LSSVR should involve the regularization
parameter (C) (Eq.(5)) and the sigma of the RBF kernel (o)
(Eq.(8)). In highly nonlinear spaces, the RBF is often
selected as a kernel function of the LSSVR to yields high
results for this model.

K (x, %) = exp(=llx — x,||*)/20? )
where o is the kernel parameter which controls the kernel
width used to fit the training data.

2.1.3. Particle Swarm Optimization

Particle swarm optimization is a population-based
stochastic global optimization technique developed by
Kennedy and Eberhart [16]. The PSO consists of a set of
particles moving around a search space, and is affected by
their own best past location and the best past location of
any particle in the swarm or a close neighbor. The velocity
of each particle is updated in every iteration.
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w(t+1) = g x
+ (c1 x rand( ) x (pbest - pi(t)))
+ (e x rand0 x (pgnese ~0i®)) @

where vi(t+1) is the new velocity of the i particle; ¢ is the
inertia weight; ¢, and c; are the weighting coefficients for
the personal best and global best positions respectively;
pi(t) is the position of the i™ particle at time t; pP®st is the
best known position of the i*" particle so far, and pgpest is the
best position of any particle in the swarm so far. The rand()
function generates a uniformly random variable €[0,1].
Variants on this update equation consider the best positions
within the local neighborhood of a particular at time t and
p(t+1)=p;(t)+v;(t). The position of a particular is
updated using Eg. (8).

By using tent mapping, the PSO provides a highly
diverse initial population. The tent map is a recurrence
relation, written as

HX 0<x<

©)

n+1

H— H1X,

for0<u<2and0=<x<1

where x is a positive real constant. In the iterating
procedure, any point Xo in the interval is assumed a new
subsequent position as described, generating a sequence Xy
in [0,1].

The population size is 50, max generation is 25 and
PSO learning parameters c1 and c2 are 2.05.

2.2. Performance Measures

This study used correlation coefficient (R), root mean
squared error (RMSE), mean absolute error (MAE), mean
absolute percentage error (MAPE) to evaluate the
prediction accuracy of the proposed S-PSO-LSSVR model.

The R is a common measure of how well the curve fits
the actual data. A value of 1 indicates a perfect fit between
actual and predicted values, meaning that the values have
the same propensity. The MAPE is a statistical measure,
which is identifying the relative differences between
models because it is unaffected by the size or unit of actual
and predicted values. The MAE is a quantity used to
measure how close forecasts are to the eventual outcomes.
The RMSE is computed to find the square error of the
prediction compared to actual values and to find the square
root of the summation value. Equations (10-13) show the
respective formulas used for calculating these measures:

. vy - Qo Qv
Q¥ -y Qv - wy?

RMSE ‘/%Z(yi % (12)
i=1

(12) system called M-BUS energy counters for 137 days (from

1 :
MAE =3 [y -
i=1

. ,
MAPE = = > Y%
Nl Y

In order to be consistent with the previous study, the R
value will be squared to compare with [11].

2.3. Building data acquisition and notification model on
10T platform

In practice phase, we propose a protocol for acquiring
result data and notifying to end user. In our case,
Thingspeak is considered as a bride between end user and
Matlab analysis tool. ThingSpeak is a well-known and
popular cloud service in the IoT community, allowing
users to cloud data by getting data back via HTTP protocol.
In our case, we use this loT analytics platform for
visualizing, and analyzing realtime data results on its
cloud.

On this platform, the data collection is done using
REST APl or MQTT that is integrated with Matlab's cloud.
Thingspeak acts its database online in which predefined
users can access for their observations in graphical form.
Through of its channel, they store the data send from
various devices (sensors and automated board). The
generated API key is provided in order to share visualized
data for end users.

The main component of ThingSpeak is its channel
which stores data send from various devices. Each channel
can save up to eight fields along with device location, url
etc. The channel can be made public which can be seen
by other users or private which need the API key to view
the data. The private channel can be shared for some
specific users.

Providing user, a trigger- action protocol for notify
analysis result through by SMS or personal contact. Final
user monitor in flexible way for the data visualization:
predictive indicators which represent predict energy
consumption of user’s building. From there, their
correction is decided for profiting energy-efficient.

(13)

3. Experimental results
3.1. Database

The experimental house is finished in December 2015,
Stambruges, Belgium. All the mechanical systems are new.
The low-energy house was designed according to the
passive house certification - a form of energy-saving
housing according to the Belgium policy Passive House
Planning project. In this project, the low-energy houses
have an annual heating load and cooling load of no more
than 15 kWh/m2per year. The building air leakage average
was 50 Pa per hour, the ventilation unit between 90 and

(10)) 95% efficiency. The total heated area is 220 m2 from total

floor area is 280 m2. There are four occupants in this house,
two adults and two teenagers. The mother is a writer and
works regularly in the home office.

3.2. Experimental results
The energy data is collected from a wireless sensor

11/1/2016 to 27/5/2016). Candanedo [6] was very careful
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when taking into room occupancy when combined with
relative humidity measurements in order to increase the
practicality in forecasting energy consumption. However,
when analyzing highly sensitive temporal data sets, the
selection of data intervals for analysis is very important to
avoid over-fitting and increase forecasting performance
(Table 1).

Table 1. The correlation coefficient in previous research [6]

Model R? training R? test
LM 0.18 0.16
SVM Radial 0.85 0.52
GBM 0.97 0.57
RF 0.92 0.54
Table 2. Result of the best time by hybrid model
Time R2 training R? test CPU Time
29 day 0.83 0.726 1.83
31 day 0.818 0.735 2.05
38 day 0.794 0.805 3.43
45 day 0.814 0.803 5.8
115 day 0.958 0.55 65.11
122 day 0.787 0.794 81.26
129 day 0.801 0.788 117.08
136 day 0.972 0.611 253.73

This study presents a one-day-ahead forecasting system,
the data is measured directly on a smart energy monitoring
system so it has high reliability. However, the amount of data
extracted is quite large and contains confounding values,

performance and avoid the possibility of overfitting as [6].
The data set is pre-processed by sensitivity analysis for the
correlation coefficient checking. Table 2 shows the highest
correlation coefficient is 45 days.

In Table 3 and Figure 1, the forecasting value (colour
line) almost coincides with the observance value (black
line) demonstrate the high performance of the proposed
model. Table 3 shows that the S-PSO-LSSVR gives higher
performance and stable training-test pairs than the previous
research. These parameters indicate the superiority of the
model in predicting the electricity load. S-PSO-LSSVR
obtained significantly lower values of RMSE compared to
the LM, SVM Radial, GMB, or RF models. MAE training-
test pair (25.007-28496) and MAPE training-test pair
(25.87-26.24) are highly compatible. The high value of R
training and R test are 0.814 and 0.803 respectively showed
a better predictive ability and reliability. This confirmed
the efficiency of the proposed model in predicting
electricity load.
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Figure 1. The comparison of actual values and predicted values

thus pre-processing is needed to increase model of the electrical load consumption
Table 3. Performance comparison among predictive models of the previous and proposed model
Training Test
RMSE R? MAE MAPE % RMSE R? MAE MAPE %
LM [6] 93.21 0.18 53.13 61.32 93.18 0.16 51.97 59.93
SVM Radial [6] 39.35 0.85 15.08 15.6 70.74 0.52 31.36 29.76
GBM [6] 17.56 0.97 11.97 16.27 66.65 0.57 35.22 38.29
RF [6] 29.61 0.92 13.75 13.43 68.48 0.54 31.85 31.39
S-PSO-LSSVR 5.001 0.814 25.007 25.87 6.964 0.803 28.496 26.24

3.3. Modeling notification protocol on Thingspeak

We create a channel on Thingspeak for monitoring the
predictive data for a day and a google gauge for watching
an average of these indicators. Moreover, the
visualization and notification of the data note by a smart
phone for user is a final step. We propose, therefore, a
React App: React app Send a tweet or trigger a
ThingHTTP request when the Channel meets a certain
condition. In this project the configuration of notification
is configurated on the late-middle of day. The information
results consist of average of energy consumption and
highest level in predictive period.

The Figure 2 shows results data on 24 recent times of
predictive evolution corresponding to 24 hours/day. Figure
3 shows an automatic text message sent from Thing speak

to user's portable.

This message provides the above necessary information
for making decision on consumption energy of building.

CJIThingSpeak™ cheanes -

Apps-  Devess-  Suppor-
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R
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Figure 2. The predictive results are visualized on ThingSpeak
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Sent from your Twilio
trial account - Your
predict building energy
consumption report:
The average
consumption is
16.10875 KW.

The highest indicator
of your consumption is
25.43KW at night.

Figure 3. Text message of notificaton on user’s portable

4. Conclusion

This paper proposes an approach "The S-PSO-LSSVR
Proposed Forecast Model" by the combination of two
classical techniques: Least Square Support Vector
Regression (LSSVR) and the Particle swarm optimization
metaheuristic (PSO). The high-performance results are
compared with the previous model. In addition, data
preprocessing has limited the over-fitting and increasing
the model reliability.

Unlike prior studies, our contribution focus on
developing loT notification system integrated with Al and
optimized artificial intelligence. for monitoring this
prediction data and preparing for notification. The final
data are sent from the ThingSpeak platform server, using
MQTT protocol and visualized in its channel, to the end
user's portable for supporting decision making.

Future work will focus to analysis other promising
machine learning methods, such as deep learning networks,
time-series techniques, and updated metaheuristic
optimizer to simulate the prediction models, so as to
improve the accuracy and computation time of the system
and better enable it to cope with big energy consumption
data in the real world.
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