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The Combination of Face Identification and
Action Recognition for Fall Detection

Ngu D. Dao, Thien V. Le, Hanh T. M. Tran*, Yen T. H. Nguyen, Tuan D. Duy

Abstract—Falls are very common unexpected accidents that result in serious injuries such as broken bones and head injuries.
Detecting falls, taking falling patients to emergency rooms, and sending notification to their family in time are very important.
In this paper, we propose a method that combines face recognition and action recognition for fall detection. Specifically, we
identify seven basic actions that take place in the elderly daily life based on skeleton data extracted using the YOLOv7-Pose
model. Two deep models which are Spatial Temporal Graph Convolutional Network (ST-GCN), and Long Short-Term Memory
(LSTM) are employed to recognize actions using the skeleton data. The experimental results on our dataset show that the
ST-GCN model achieves an accuracy of 90% which is 7% higher than the LSTM model.

Index Terms—Face recognition; action recognition; skeleton detection; Spatial Temporal Graph Convolutional Network; Long
Short-Term Memory.
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1. Introduction

THE elderly can suffer serious injuries, even death,
from a fall, and the severity level increases with age.

According to the National Council On Aging (NCOA)
[1], one in four people over the age of 65 falls every year.
Another statistic shows that the rate of elderly people
falling each year is about 28-35% for those 65 and older
and 32-42% for those over 75. In Vietnam, an estimated
1.5-1.9 million elderly people fall each year, 5% of which
are hospitalized for injuries [2].

Early fall detection can help family members or
doctors arrive promptly and help limit the consequences
of falls, and even possibly prevent death. Therefore, the
need for early fall detection systems and the ability to
automatically notify is urgent.

Face recognition has been prominently utilized
currently to get individual identities as it does not
require a direct touch on the sensors like other
biometric identification techniques such as fingerprints,
iris, or voice recognition. Therefore, in accidental falling
situations, it can identify the person in danger and send
alarms to his/her family or doctors through an early
falling detection system.

Human activity recognition has attracted the
attention of researchers around the world. Many
methods have been proposed for recognizing different
kinds of activities [3], [5], [6]. Amongst all these
activities, fall detection has an special importance
because it is a common dangerous incident for people
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of all ages with a more negative impact on the elderly
population.

In this paper, we propose a method to recognize
human’s face and actions, which provides a person’s
identity as well as his current moving. We combined
YOLOv5Face and ResNet18 with cosine similarity for
face detection and recognition. Moreover, we employed
YOLOv7-Pose for extracting skeleton data that is then
used with ST-GCN for action recognition. Then these
methods have combined into a system for identity
recognition and actions recognition that is deployed in
indoor areas such as hospitals and nursing homes to
monitor falls, especially among the elderly.

In summary, the contributions of the paper are as
follows:
• We proposed combining YOLOv7-Pose and ST-

GCN to classify 7 actions that commonly happen
in daily life: standing, standing up, sitting, sitting
down, walking, lying, and falling. To the best of
our knowledge, this is the first work that combines
these two methods.

• We compared and evaluated two models: YOLOv3
+ AlphaPose and YOLOv7-Pose for extracting
skeleton data; and two models: LSTM and ST-GCN
for action recognition on extracted skeleton data
on our dataset. The code, model, and dataset are
available at https://github.com/DuyNguDao/Identity-
Action.git.

• We combined face recognition with action
recognition to integrate a person’s identity into
actions taking place.

• We evaluated and compared our method with
different frameworks on face recognition and action
recognition. The results show that the combination
of YOLO5Face + ResNet and cosine similarity
is better than MobileFaceNet. Moreover, ST-GCN
combined with YOLOv7-Pose gives better accuracy
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than that combined with YOLOv3 + AlphaPose.
The rest of this paper is organized as follows. Section

II presents the related works and Section III presents
the details of the proposed method. In Section IV, we
present the experiments and results. The conclusion in
Section V ends the paper.

2. Related works
Currently, there are many research on face

recognition, action recognition, and fall detection.
Action recognition and fall detection are all based on
video [3], [5], [6], or accelerometers data [4] .

Kuppusamy et al. performed the identification of
10 different actions based on convolutional neural net-
works (CNNs) and recurrent neural networks (LSTM-
RNNs) on image and video datasets [3]. However, there
is no falling action in this research. Jiang Wu et al.
performed a similar task as Kuppusamy et al. but they
only recognized 2 actions: falling and not falling [4].
Moreover, the authors used accelerometer data obtained
from the accelerometer sensor.

Some research use human skeleton [5], [6] for ation
recogntion. Sungil Jeong et al. feeds the skeleton data
into the LSTM network to perform action identification
for 3 different actions [5]. In additon, Sijie Yan et al.
also performed 30 different action recognitions based on
skeleton data [6]. However, the authors used a Spatial-
Temporal Graph Neural Network (ST-GCN) instead of
using LSTM. The authors used the OpenPose model [7]
to extract skeleton data from the Kinetics dataset [8].
The evaluation results show the author’s model has an
accuracy of 72.4%. However, there is no fall activities
in this work. In the research on action recognition
and fall detection, most of the authors only perform
action recognition without the combination of identity
recognition. Some research recognizes many actions, but
they don’t focus on fall action and have low accuracy.
The accuracy of the model depends on many different
factors such as data, extraction model, and recognition
method.

Therefore, in this paper, we use the YOLOv7-Pose
[9] model to increase the accuracy of skeleton data
extraction. From this skeleton data, we employed and
compared two models: LSTM and ST-GCN to identify
seven actions: standing, standing up, sitting, sitting
down, walking, lying, and falling. In addition, we
employed the YOLO5Face [10] for face detection to
improve the ability to detect small and far-distance
faces with fast speed. We combined this face detection
model with the ArcFace face recognition model [11].
The evaluation results show that the combination of
YOLOv7-Pose and ST-GCN gives the best results in
comparison with YOLOv7-Pose + LSTM, YOLOv3 +
AlphaPose + ST-GCN.

3. Proposed methods
3.1. Face recognition

Fig. 1 shows our propose model for facial recognition
which is based on a similarity learning method. In

particular, we utilize cosine similarity in this paper to
match feature vectors of two faces. As shown in Fig.
1, the input image is fed into the YOLO5Face model
to determine the position of the face, then the detected
face is fed into ResNet model for feature extraction. The
detected face is represented as a 512-dimensional vector,
which is then matched with database to determine the
identity of the face.

Fig. 1: Face recognition using YOLO5Face and Resnet18.

3.1.1. Face detection with YOLO5Face
The YOLO5Face face detection model was built by

Delong Qui et al. in 2022 which is based on YOLOv5
to optimize the detection of large and small faces of
different complexities [10]. This model can detect faces
in real-time. We employed the author’s model for face
detection without re-training or fine-tuning.

3.1.2. ResNet18 feature extraction model combined with
ArcFace loss function

To perform facial recognition with a similarity
method, we use the ResNet18 model as a feature
extractor and reduce the face data to a 512-dimensional
vector. The embedding vector is then fed into the
classification loss function to train the face recognition
model. The choice of the loss function determines
the accuracy of the model. Therefore, we chose the
ArcFace loss function [11] to train with the ResNet18
network [12].
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The Residual Network (ResNet) was born in 2015
[12] to overcome the vanishing gradient that affects
badly when training a CNN network with hundreds
of layers. ResNet18 is a variant of ResNet which has
22 layers that are made up of 4 groups of two residual
blocks and 4 shortcut connections. We have changed the
input size of the ResNet18 network to 112× 112 instead
of 224×224 as in the original architecture to suit the face
images. In addition, we removed the classification layer
in the output and used the linear layer to replaces the
average pooling. The details of ResNet18’s parameters
architecture are described in Table 1.

TABLE 1: ResNet18 architecture.

Input size Layer size

1122 × 3 Conv1 3× 3, stride=1

1122 × 64 Conv2x

[
3× 3, 64

3× 3, 64

]
×2, stride=2

562 × 128 Conv3x

[
3× 3, 128

3× 3, 128

]
×2, stride=2

282 × 256 Conv4x

[
3× 3, 256

3× 3, 256

]
×2, stride=2

142 × 512 Conv5x

[
3× 3, 512

3× 3, 512

]
×2, stride=2

72 × 512 Linear 25.088× 512

The Additive Angular Margin loss function
(ArcFace) [11] was improved by JianKang Deng et al.
based on the softmax loss function. The formula for the
softmax loss function is shown in Eq. 1:

L1 = − 1

N

N∑
i=1

log
eW

T
yixi + byi∑n

j=1 e
WT

j xi + bj
(1)

Where xi denotes the embedding feature of the i-
th sample, belonging to the yi class. The embedding
feature dimension is set to 512 in this paper. Wj denotes
the j-th column of the weight W and bj is the bias
term. The batch size and the class number are N and
n, respectively. This loss function is a combination of
the cross-entropy loss function and softmax activation
function. This function was used for face recognition.
However, this function cannot explicitly optimize for
embedding vectors containing face features, to further
increase the similarity between faces within a class
and increase the diversity of faces between classes,
leading to decrease face recognition performance under
different variations.

To simplify, the authors fixed the bias bj = 0,
then transformed WT

j xi = ‖Wj‖ ‖xi‖ cos(θj), where
θj is the angle between the weight Wj and feature xi.
Then, the authors fixed the weight ‖Wj‖ = 1 by l2
normalization. The authors also fixed the feature vector
‖xi‖ according to l2 normalization and rescale it to s (s
is the radius of the hypersphere and the value of s is 64).
This normalization step for weights and feature vectors
makes the prediction only depend on the angle between
the feature vectors and the weights. The learned feature

vector is thus distributed over a hypersphere with a
radius of s [11].

L2 = − 1

N

N∑
i=1

log
es. cos θyi

es. cos θyi +
∑n
j=1,j 6=yi e

s. cos θj
(2)

Since the feature vectors are distributed around each
central feature according to a hypersphere, the author
has added an additive angular margin m between
the feature xi and the weight Wyi simultaneously
enhancing intra-class compactness and inter-layer
differentiation. Finally, we have the following ArcFace
loss function [11]:

L3 = − 1

N

N∑
i=1

log
es. cos(θyi+m)

es. cos(θyi+m) +
∑n
j=1,j 6=yi e

s. cos θj

(3)

3.1.3. Cosine similarity
For face matching, we use cosine similarity to

measure the similarity between two embedding vectors,
x1 = (x1, x2, . . . , xn)

T and x2 = (x
′

1, x
′

2, . . . , x
′

n)
T . The

angle value cos(α), which is calculated as in Eq. 4, is
between 0 and 1.

cos(α) =
x1 · x

′

1 + x2 · x
′

2 + ...+ xn · x
′

n√
x21 + x22 + ...+ x2n ·

√
x

′2
1 + x

′2
2 + ...+ x′2

n

(4)
If two faces are the same, the angle value will

be large and vice versa. However, for this method,
when strangers appear in the image, it is easy to
misidentify. To overcome this problem, we need to
choose a confidence threshold λ between 0 and 1 to
classify an unknown person: if cos(α) < λ ⇒ a person
is unknown.

3.2. Action recognition

In this paper, we employed the YOLOv7-Pose model
to extract key points on the human body through
images combined with the ST-GCN or LSTM for action
recognition to identify seven actions: standing, standing
up, sitting, sitting down, walking, lying, and falling
using the skeleton data. The combination is shown in
Fig. 2.

3.2.1. Key points detection with YOLOv7-Pose
Key-point detection includes detecting the position

of the person in the image as well as the position of key
points on the body. These points are spatial locations of
prominent features of the human body in the image.
As the action changes, the skeletons connecting the
key points change. Detecting the correct location of
these key points on the body can help to improve
recognition performance. Therefore, we propose to use
the YOLOv7-Pose [9] model to extract the key points
and locations of people in the image. The YOLOv7-
Pose model is built based on the YOLO-Pose [13] and
YOLOv7 [14] for high accuracy and fast implementation
by using E-LAN and E-ELAN architecture instead of
CSP-Darnet51 architecture used in YOLOv5.
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Fig. 2: Action recognition using YOLOv7-Pose and ST-GCN or
LSTM.

3.2.2. Action recognition based on LSTM

Long Short-Term Memory (LSTM) [15] is a special
type of Recurrent Neural Network (RNN), which
is commonly used for sequence data. LSTM is
proposed to overcome the vanishing and exploding
gradient problems of conventional RNNs. LSTM can
remember information for a long time by selecting
what information needs to be remembered and which
information needs to be forgotten. In this paper, we use
LSTM with 3 hidden layers to output 128-d vectors, then
the output is fed into Linear layers to classify the input
action as shown in Fig. 3.

Fig. 3: Our LSTM architecture with 3 layers.

The loss function used to train this action recognition

model is Cross Entropy as in Eq. 5 where y(i)c and
ˆ
y
(i)
c

are respectively a target value and a softmax probability
of a predicted value for the cth class, N is the total
number of samples.

L = − 1

N

N∑
i=1

7∑
c=1

y(i)c log(ŷ(i)c ) (5)

3.2.3. Action recognition based on ST-GCN

Moreover, to recognize human action based on the
skeleton, the ST-GCN model is also employed in this
paper. To build a representation of the skeleton sequence
for action recognition, Graph Neural Networks [16] are
extended to the Spatial-Temporal graph model called
ST-GCN [6]. Fig. 4 shows the Spatial-Temporal Graph
of a skeleton sequence of T frames with each frame
having N nodes. The node set includes all joints in a
skeleton (showed as blue nodes in Fig. 4). The edge set
consists of the set of all joints on the human body that
are naturally connected (showed as blue edges in Fig. 4)
and the set of edges connecting the same joints between
frames(showed as green edges in Fig. 4).

Fig. 4: Spatial-Temporal Graph of a skeleton sequence [6].

Skeleton input data has temporal and spatial
properties that are important for motion detection.
Therefore, the ST-GCN is built to be able to synthesize
both spatial and temporal information. The architecture
of an ST-GCN unit is shown in Fig. 5. In this paper, we
used an ST-GCN architecture consisting of 9 layers of
Spatial-temporal Graph convolution operators (ST-GCN
unit).

The input to the ST-GCN model is only the
coordinates of the joints, so it may not capture the
motion dynamics effectively. To improve the recognition
performance, the two stream ST-GCN model (as in
Fig. 6) was used. The pose stream of input data is
(x, y, s) where x, y are the coordinates of the node
and s is node’s confidence score. In the motion stream,
input is the difference between the (x, y) coordinates of
corresponding nodes in two consecutive frames. Both
streams share the same network structure. The features
of the two streams are combined and fed into a fully
connected layer with a sigmoid classifier to predict the
action.
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Fig. 5: Architecture of an ST-GCN unit and ST-GCN with 9 layers.

Fig. 6: Two Stream ST-GCN model. [17]

The loss function used to train the model is Binary
Cross Entropy (BCE) as shown in Eq. 6 where y

(i)
c

and ŷ
(i)
c are the target value and the predicted value,

respectively; N is the number of samples.

L = − 1

N

N∑
i=1

7∑
c=1

y(i)c log(ŷ(i)c ) + (1− y(i)c )log(1− ŷ(i)c )

(6)

4. Experiments and Results

4.1. Evaluation of face recognition model

4.1.1. Dataset

We used three datasets for evaluating face
identification: (1) CASIA-WebFace dataset [18]
consisting of 494414 images with 10575 different
identities, (2) LFW dataset [19] contains 12233 images
with 1680 identities and AgeDB-30 [20] including 12240
images with 440 identities and (3) FaceScrub dataset
[21] including 10600 images of 530 different identities.

4.1.2. Evaluation results

To train and validate the ResNet18 model with
ArcFace loss function, we used CASIA-WebFace dataset
as a training set and the LFW dataset as a validation
set. We also trained and validated lightweight
MobileFaceNet [22] with ArcFace loss function on the
same training and validation sets for the comparison
purpose. We trained two models on a computer with
the following configuration: CPU – Intel Xeon Processor,
16Gb RAM, GPU – Tesla P100. The learning rate is 0.1.
Training time was about 82 hours. Then the trainded
ResNet and MobileFaceNet model are used to extract
embedding vectors that are fed into matching steps
using cosine similarity. The FaceScrub dataset was used
to evaluate the face recognition model.

We used accuracy to evaluate this model, following
the Leave-One-Out Cross-Validation (LOOCV) method.
All models were evaluated on a computer with the
following configuration: CPU – AMD Ryzen 7 4800H,
16Gb Ram, GPU – NVIDIA GeForce GTX 1650. The
confidence threshold is set to 0.3 (λ = 0.3). The result in
Table 2 shows that the accuracy of our ResNet model is
97%, which is 3% higher than the MobileFaceNet model.
In addition, the testing speed is faster, taking 7.48
milliseconds to recognize a face, which is lower than
the testing time of the MobileFaceNet model (8.36ms).

TABLE 2: Comparative results of our face recognition model on
test a dataset.

Evaluation metrics MobileFaceNet ResNet18

Accuracy 0.94 0.97

# Parameters 2.059.520 24.025.600

Number of layers 47 22

Testing time 8.36 ms 7.48 ms

4.2. Evaluation of action recognition model
4.2.1. Dataset

We collected our 7 actions dataset with an IP Wi-
Fi camera (KBVISION Kbone KN-H41P 2K 4.0MP).
Moreover, we checked and re-labeled the Fall Detection
dataset [23] and combined this dataset with our dataset
to increase the number of videos. The combined
database includes 2.859 videos for training and 1.206
videos for testing. The entire video of one action was
fed into a YOLOv7-Pose model to extract the skeleton
data for training and testing action recognition model.

4.2.2. Evaluation results

We used 4 evaluation metrics: Accuracy, Macro
Average Precision (MAP), Macro Average Recall (MAR),
and Mean F1-score [24] to evaluate models when our
data is imbalanced. We trained the action recongnition
models on a computer with the following configuration:
CPU – AMD Ryzen 7 4800H, 16Gb Ram, GPU – NVIDIA
GeForce GTX 1650. The learning rate is 0.0001. Training
time is about 1 hour.
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TABLE 3: Comparative results of action recognition model on a
test dataset.

Evaluation metrics LSTM ST-GCN
Accuracy 0.83 0.90

MAP 0.81 0.91
MAR 0.80 0.89

Mean F1-score 0.81 0.90
# Parameters 352.775 7.922.301
Testing time 1.2 ms 7.1 ms

The results in Table 3 show that the ST-GCN model
gives high identification results. The average accuracy
of all classes is 90%, which is 7% higher than the LSTM
model but the processing time of the ST-GCN is much
slower than LSTM.

TABLE 4: The comparative results of the ST-GCN model combined
with two skeleton extraction models (YOLOv3 + AlphaPose,
YOLOv7-Pose).

Evaluation metrics YOLOv3 + AlphaPose YOLOv7-Pose +
+ ST-GCN ST-GCN

Accuracy 0.84 0.90
MAP 0.84 0.91
MAR 0.81 0.89

Mean F1-score 0.83 0.90
# Parameters 55.391.944 88.160.753
Testing time 2.53 s 5.42 s

# Undetected frame rate 12.540 / 63.290 6.164 / 63.290

To be able to evaluate the effectiveness of the
combination of YOLOv7-Pose and ST-GCN, we also
combined the YOLOv3 model with AlphaPose [25]
to extract skeleton data instead of using YOLOv7-
Pose. Then ST-GCN was used for action recognition
on extracted skeletons. The comparison results in
Table 4 show that YOLOv3 combined with AlphaPose
has lower accuracy than YOLOv7-Pose. However, it
improves testing time. All evaluation results shown in
Table 3 and Table 4 are performed on computers with
CPU – AMD Ryzen 7 4800H, 16Gb Ram, GPU – NVIDIA
GeForce GTX 1650.

In addition, Table 4 shows that the number of
undetectable frames of the combination of YOLOv7-
Pose and ST-GCN is much lower than YOLOv3
combined with AlphaPose. As shown in Fig. 7, the
extracted skeleton data using YOLOv7-Pose is better
than YOLOv3-AlphaPose in terms of the location of
key points on the body. This helps improve the action
recognition results (in Table 4).

4.3. Evaluation of the method for face recognition and
action recognition.

4.3.1. Dataset
To evaluate the method of face identification and

action recognition on the same dataset, we captured
three videos (the duration of each video is 1 minute 30
seconds, 1 minute 1 second, and 3 minutes 23 seconds),
containing 7 actions with two face IDs using the same
IP Wi-Fi camera 30FPS (KBVISION Kbone KN-H41P 2K

4.0MP). After removing volumes of 30 video frames that
contain the transition between two actions, we have
3498 video volumes of 30 frames in total.

Fig. 7: The qualitative result of (a) YOLOv7-Pose + ST-GCN and
(b) YOLOv3 + AlphaPose + ST-GCN.

4.3.2. Evaluation results

TABLE 5: The accuracy of face recognition and action recognition
on three videos with 3498 video volumes.

Evaluation metrics Face recognition Action recognition
Accuracy 0.93 0.92

MAP 1.0 0.86
MAR 0.91 0.91

Mean F1-score 0.95 0.88

Table 5 shows the accuracy of face recognition and
action recognition on the same dataset, containing three
videos of action with two IDs. It can be seen from Table
5 that the accuracy, MAP, MAR, and Mean F1-score
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are good enough for real-life scenarios. The qualitative
results of the method that combines two models are
shown in Fig. 7.

5. Conclusion
In this paper, we have presented the method of

identity recognition and action recognition, intending
to detect and alarm falls in the elderly based on video
analysis using deep learning models. The ResNet18
model is built for face recognition with cosine similarity.
For action recognition, the YOLOv7-Pose is proposed
to extract the skeleton to improve the accuracy of
the ST-GCN action recognition models. Experimental
results show that the ResNet18 face recognition model
has a high accuracy of 97% on the FaceScrub dataset
and the ST-GCN action recognition model combined
with YOLOv7-Pose has an accuracy of 90%, which is
6% higher than the combination with YOLOv3 and
AlphaPose. In addition, we have successfully built an
identity recognition and action system for the elderly
that achieves an average of 15 – 20 frames per second
with an AMD Ryzen 7 4800H CPU and NVIDIA GTX
1650 graphics card. In the future, this method can
be developed for recognizing more actions such as
running, jumping, fighting which is aiming to detect
and alarm abnormal behaviors of children.
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